
Notations

Update the forward model’s params:

Since     is generated by the backward model, we 
have the dependency
This means that the meta validation loss depends on 

Using second-ordered gradients, we can derive:

This is an efficient approximation of        . Using it, we 
update the backward model with gradient descent.

我是学生。
你今天好吗

I am a student.
How are you today?
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Meta BT avoids overfitting and underfitting
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Meta BT samples data closer to meta validation set

Figure. MBT leads to higher training PPL but better better 
dev BLEU 

Figure. MBT helps 
underfitting by decreasing 
the diversity of BT samples

Figure. MBT learns to favor data more similar to the low-resource languages
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我是学生。
你今天好吗

I am a student.
How are you today?

Step 1: Train a backward model using all available parallel data.

Step 2: Use the backward model to generate pseudo for a forward 
model, but:

● At each step, measure the forward model’s cross-entropy on a 
Meta Validation Set and use it to update the backward model.

Intuition: the backward model should generate pseudo data so 
that by learning on such data, the forward model generalizes well
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 Suppose we want to train a model to translate English into Chinese

Back-Translation (BT)
● Very effective for using large monolingual corpora, but...

Limitations of Back-Translation
● Backward model’s is constrained by the amount of parallel data
● It is unclear how to sample pseudo parallel data to train the best 

forward model.

Meta Back-Translation (Meta BT) resolves both limitations.
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Problem: The backward model’s quality depends 
on the amount of parallel training data.

Solution: Since the backward model will continue 
training along with the forward model, we can:

1. Train the backward model on a related 
language with more data.
● Examples (low-high): az-tr, be-ru, gl-pl, sl-cs

2. Adapt the backward model throughout the 
forward model’s learning.M
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Setup
● Standard BT

○ WMT 2014 en-de en-fr; WMT news monolingual data
● Multilingual BT

○ Low-resource: az, be, gl,sl; paired with high-resource: tr, ru, pl, cs
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